
We begin with an uncontroversial statement:
There is much diversity of opinion about the

differences between human and nonhuman animal
cognitive abilities. Diversity of opinion is found in
the scientific community, where some researchers
hold fast to associative learning accounts of animal
performances and others welcome more cognitive
accounts (Smith, Shields, & Washburn, 2003). Di-
versity of opinion is also found among the public.
Some pet owners, on the one hand, seem to attribute
to their pets cognitive abilities scarcely less complex
than those of humans; on the other hand, others be-
lieve, perhaps for theological reasons deriving from
Cartesian mind/body dualism, that a nonhuman an-
imal cannot have a mental life, because to assume
otherwise might jeopardize the exclusivity of the hu-
man soul. These differences of opinion obviously af-
fect experimental research on animal cognition and
issues related to the ethical treatment of animals and
corresponding political issues (Plous, 1998; Shimp,
Herbranson, & Fremouw, 2001).

In this chapter, we examine four specific beliefs
about which we see major differences of opinion.
First, only humans can deal with abstractions; non-
human animals cannot. Second, only humans can
flexibly adopt different memorization strategies de-
pending on what momentarily is in their best inter-
est; nonhuman animals cannot. Third, only humans
can flexibly perceive complex stimuli differently de-
pending on what is in their best interest; nonhuman
animals cannot. Fourth, only humans can closely

approximate optimal categorization performances
in arbitrary tasks; nonhuman animals cannot.

Our first goal in this chapter is to describe recent
research that shows how avian visual categoriza-
tion transcends these specific cognitive limitations
that are sometimes attributed to nonhuman ani-
mals. Our second goal is to view this research on
avian categorization from the larger perspective of
two philosophical positions that inform discussions
of knowledge, language, concepts, perception, and
other themes relevant to research on categorization.
We suggest that each philosophy carries with it tan-
gible implications for what is sensible research on
cognition. A discussion of related issues is provided
in Shimp (2004b), from which parts of the present
chapter are drawn. First, we review some of our re-
cent work on avian visual cognition.

EMPIRICAL RESEARCH ON AVIAN
VISUAL CATEGORIZATION

Abstract Rule Learning in the
Face of Ambiguity, the
Flexibility of Attention, and
Optimality in Categorizing
Multidimensional Stimuli

A perceptual categorization procedure developed
by Ashby, Maddox, their colleagues, and others is
proving to be especially helpful in revealing the
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cognitive and neurobiological mechanisms of cate-
gorization (Ashby & Ell, 2001; Ashby & Gott,
1988; Ashby & Maddox, 1998). The task more
closely resembles the problems that organisms face
in naturalistic settings than do many other catego-
rization tasks, in the sense that it permits a cate-
gory to have many exemplars and it permits
exemplars to be ambiguous as to category mem-
bership (Herbranson, Fremouw, & Shimp, 1999,
2002). We have conducted several experiments us-
ing this procedure, two of which we review here.
One involves static exemplars in the form of rec-
tangles and another involves dynamic exemplars in
the form of a moving object.

The general task requires participants to catego-
rize stimuli that vary along two dimensions. For ex-
ample, a specific task could require a participant to
categorize rectangles varying in height and width or
color patches varying in hue and brightness, and so
on. All possible stimuli can be represented as points
on a two-dimensional plane. A category is defined

in terms of the corresponding sampling distribu-
tion that gives the likelihoods of all possible stimuli
in that category.

Static Exemplars Figure 20.1 is a graphic represen-
tation of such a categorization task. Each of the
two bell-shaped curves represents a category. A
point on the surface of the mesh plot for a category
shows the likelihood that a stimulus with a specific
height and width will be sampled from that category.
Note that both surfaces are approximately bivariate
normal and that the likelihood of a stimulus from ei-
ther category never quite reaches zero. Therefore,
any possible stimulus in principle can be sampled
from either category; that is, every stimulus has some
degree of ambiguity as to its category membership.
However, most stimuli are more likely to be sam-
pled from one category than from the other. The ex-
ceptions are those stimuli that fall exactly on the
line where the two categories intersect, as illus-
trated in figure 20.1. The diagonal line represents

Figure 20.1. Left, Bivariate approximately-normal distributions represent likelihoods with which rectan-
gles are sampled from either of two ill-defined (overlapping) categories: A and B. A rectangle is repre-
sented in the stimulus space as a point with coordinates equal to the corresponding width and height. A
pigeon successively categorizes individual rectangles and is reinforced if a choice corresponds to the cate-
gory, either A (left key) or B (right key), from which a rectangle was sampled. One arbitrary contour of
equal likelihood is shown for each category. Each contour consists of all points corresponding to rectan-
gles equally likely to be sampled from a category. Right, Arbitrary contours of equal likelihood for each
category and the corresponding linear optimal decision bound, x = y, according to which a rectangle
should be categorized as an A or as a B, depending on whether the rectangle is taller than wide or wider
than tall, respectively. (From “The Randomization Procedure in the Study of Categorization of Multi-
Dimensional Stimuli by Pigeons,” by W. T. Herbranson, T. Fremouw, and C. P. Shimp, 1991, Journal of
Experimental Psychology: Animal Behavior Processes, 25, 113–135. Copyright 1999 by the American
Psychological Association. Reprinted with permission.)
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all stimuli that are equally likely to have been sam-
pled from either category. This line also represents
the optimal decision boundary. A participant who
categorizes stimuli falling on one side as belonging
to category A and stimuli falling on the other side
as belonging to the category B will maximize the
average number of correct responses.

Herbranson et al. (1999) arranged a task in
which pigeons successively viewed on discrete trials
a large number of different rectangles, one rectan-
gle per trial. The reader is encouraged to consult
the interactive, real-time, Web-based demonstra-
tion of this procedure that is available at Malloy
et al. (2001). The pigeon’s task was to categorize
each rectangle: If the pigeon believed a rectangle
was an exemplar of one category, then it was to
peck the left key, whereas if the pigeon believed a
rectangle was an exemplar of the second category,
then it was to peck the right key. If the pigeon cate-
gorized a rectangle as an exemplar of the category
from which it was sampled, then the pigeon re-
ceived a small amount of grain; if the pigeon made
an error, then it had to make a correction response
to the correct key before the next trial could begin.
The base rates of the two categories were equal; on
average, the pigeon was reinforced equally often
on the left and right.

We arranged tasks with two kinds of optimal
decision bounds: linear and nonlinear. Among the
tasks with linear optimal decision bounds, some re-
quired selective attention, whereas others required
divided attention. That is, optimal categorization
required the bird to attend either to both or to just
one of the dimensions of a rectangle, respectively.
(The actual psychological dimensions of a rectan-
gle remain to be completely determined, and might
be, for example, size and shape; however, for the
present purposes it is adequate to write as though
they are length and width.) In the selective atten-
tion conditions, only one element of a rectangle, ei-
ther its length or its width, provided information
about the category to which it belonged, whereas
the other element continued to vary over trials
without being diagnostic of the category from
which the rectangle was sampled. In these linear
conditions, optimal categorization was described
by a linear decision rule in the two-dimensional
stimulus space (for details, see Herbranson et al.,
1999). Pigeons on the whole categorized stimuli
more or less in accordance with this linear optimal
decision rule. It is as though pigeons learned a sim-
ple abstract rule, such as, in one divided attention
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condition, “go left if width is greater than height,
otherwise go right.” In this linear task, the diag-
nosticity of a rectangle was an additive combina-
tion of the diagnosticities of the individual
elements: length and width.

In the nonlinear task, optimal categorization
could not be accomplished in terms of a rule ac-
cording to which the separate diagnosticities of
length and width combined additively: Figure
20.2 shows that in this task, the diagnosticities of
the elements combined nonlinearly and that opti-
mal decision rule was nonlinear, specifically,
circular.

Figure 20.2. A task in which the optimal bound is
nonlinear. An optimal response consisted of cate-
gorizing a rectangle as belonging to category A or
B if its corresponding point in the stimulus space
was or was not in the circular region indicated by
the bold circle, respectively. Two contours of equal
likelihood are shown for each category: A and B.
For each category, the smaller and larger contours
are 1 and 2 SDs from the mean (filled circle) of the
corresponding normal bivariate distribution, re-
spectively. The bold circular line represents the op-
timal decision bound. (From “The Randomization
Procedure in the Study of Categorization of Multi-
Dimensional Stimuli by Pigeons,” by W. T. Her-
branson, T. Fremouw, and C. P. Shimp, 1991,
Journal of Experimental Psychology: Animal Be-
havior Processes, 25, 113–135. Copyright 1999 by
the American Psychological Association. Reprinted
with permission.)
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Pigeons nevertheless continued to do a respect-
able job in approximating the optimal solution.
This outcome shows that, in at least this case, pi-
geons can combine the statistical diagnosticities
of different elements of multidimensional stimuli
in nonlinear ways, as presumably they must if
they are to deal nearly optimally with many real-
world categories that involve nonlinear combi-
nations of their elements (Ashby & Maddox,
1998).

In summary, pigeons categorized rectangles in
ways that were consistent with their having learned
abstract decision rules when elements of complex
stimuli combined either linearly or nonlinearly, de-
pending on what a task required them to do. In
passing, we note that pigeons therefore can catego-
rize exemplars using either a strategy according to
which a multidimensional stimulus is, in the linear
case, an additive combination of its elements, cor-
responding to the case where “the whole is the sum
of its parts” or, in the nonlinear case, a strategy ac-
cording to which “the whole is different from the
sum of its parts.” The results are therefore compat-
ible with the possibility that a pigeon can catego-
rize complex stimuli either as a simple averaging
machine, if that is the more adaptive behavior, or
as a Gestalt processor, taking account of interac-
tions among the elements of complex stimuli, if
that is the more adaptive behavior. Pigeons also
displayed considerable flexibility of attention, in
that they could either selectively attend to an indi-
vidual element of a complex stimulus or divide at-
tention between elements, depending on which was
adaptive given the task. Finally, in all cases, there
was at least a crude approximation between cate-
gorization performance and the optimal decision
rule.

Dynamic Exemplars The task described earlier can
be used not only with rectangles but with nearly
any kind of two-dimensional stimuli. A dimension
of the natural world that is missing from stimuli in
nearly all research on categorization, including re-
search on what has come to be called “naturalistic
visual concepts” (Herrnstein & Loveland, 1964) is
time. Thus, to make our stimuli in this sense more
naturalistically valid, we conducted an experiment
in which the two dimensions were speed and direc-
tion of a moving object; the pigeon’s task was to
categorize the moving object into one or another
category based not on the visual features of a static
object, but on its dynamic features (Herbranson 

et al., 2002). We hasten to acknowledge that we do
not believe that our stimuli were truly “naturalistic,”
even with the added dimension of time; the object
that moved, for example, was merely a white cir-
cle, which had no particular ecological significance.
We again encourage the reader to consult the inter-
active demonstration of this task for details (Mal-
loy et al., 2001).

On each trial, a white circle appeared on a com-
puter monitor in front of the pigeon, and after the
circle moved for a brief period of time at a fixed
speed in a fixed direction, the pigeon was asked to
categorize the movement. If the stimulus (a
speed/direction pair) had been sampled from one
bivariate distribution, then a peck to one side loca-
tion was reinforced; if it had been sampled from
the second distribution, then a peck to the other
side location was reinforced. As in the case of static
stimuli described above, the two distributions over-
lapped, so that any stimulus could diagnose either
category, but most stimuli were more likely to be
sampled from one category than from the other, so
that optimal performance was above the chance
level of 50% correct but below 100% correct. As
in the experiment with static stimuli, the task was
changed over conditions so that in some conditions
optimal performance could be achieved only if the
pigeon divided attention between dimensions and
integrated the information from each in a suitable
manner. In other conditions, optimal performance
required the pigeon to selectively attend to only
speed or direction and to ignore the other, irrele-
vant dimension.

Results were similar to those when pigeons cat-
egorized static rectangles. Figure 20.3 summarizes
how well the slopes and y-intercepts of the decision
rules estimated from the birds’ performances corre-
sponded to the respective values in the linear opti-
mal decision rule (for details of parameter
estimation, see Herbranson et al., 2002). As can be
seen, the correspondence was very close: In this
sense, pigeons very closely approximated optimal
performance. Thus, pigeons categorized moving
objects as though they had learned an abstract rule
approximating the optimal decision rule. Because
the optimal decision rules varied across conditions
in terms of whether attention was required to be
allocated to either dimension alone or to both to-
gether, we can conclude that pigeons can display
considerable flexibility in their attentional strate-
gies; we may speculate that, to a considerable de-
gree, pigeons use attention in ways that depend on
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between the sampling distributions corresponding
to the two categories.

Flexibility in the Use of Attention
in the Local/Global Task

When we perceive the visual world, we can pay
greater attention to either the forest or the trees.
Stated in terms of contemporary cognitive vocabu-
lary, recent history may momentarily prime us to
be more inclined to pay attention to either local or
global levels of perceptual analysis; what we have
come to expect to see can facilitate our seeing a tar-
get at that expected level (Lamb & Robertson,
1988; Navon, 1977). The idea of mental continu-
ity, combined with the Gestalt principle of figure-
ground reversals, motivated us to determine if
pigeons, like humans, could evidence shifts of at-
tention between local and global levels of analysis.
In order to do so, we presented pigeons with com-
plex stimuli entailing both a global and a local
level (Navon, 1977, 1981); we “primed” either the
local or global level, and we rewarded the pigeons
for responding to specific targets that could occur
at either level. The reader is encouraged to consult
an interactive, real-time, Web-based demonstration
of this procedure (available at http://www.pi-
geon.psy.tufts.edu/avc/shimp/).

On each trial, pigeons were shown a compound
stimulus composed of a large character created
from a number of smaller characters (figure 20.4A).
Each stimulus contained a target character at either
the global or local level and a distractor character
at the other level. The task required the pigeon to
indicate which target character was present by
pecking a key to the left or to the right. For exam-
ple, target letters H and S, regardless of the level at
which they occurred, required a response to the left
or right, respectively. A global target letter H, re-
quiring a response to the left key, could be formed
of local letters T or E; a global letter S, requiring a
response to the right key, could also be formed of
local letters T or E. A local target letter H, requiring
a left response, could form either a global T or E; a
local target letter S, requiring a right response,
could similarly form either a global T or E. Thus,
the complex stimuli were hierarchically organized;
the pigeon had to search for a target that could be
present at either the local or global level.

We used two different methods to train the pi-
geon to expect a target at a particular level, that is,

Figure 20.3. The average of the slopes of the indi-
vidually estimated decision rules as a function of
the optimal slope (left), and the average of the y in-
tercepts of the individually estimated decision rules
as a function of the optimal y intercept (right).
(From “Categorizing a Moving Target in Terms of
its Speed and Direction,” by W. T. Herbranson, T.
Fremouw, & C. P. Shimp, 2002, Journal of the Ex-
perimental Analysis of Behavior (Special Issue on
Categorization), 78, 249–270. Copyright 2002 by
the Society for the Experimental Analysis of Behav-
ior. Reprint with permission.)

what in any particular task is optimal—that is, on
what produces higher reinforcement payoffs. This
cognitive flexibility was displayed in the face of
the statistical ambiguity produced by the overlap
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to prime a level: a base-rate procedure and a trial-
by-trial cuing procedure. In the base-rate proce-
dure, we presented successive blocks of trials,
within each of which, most targets occurred at one
level: the primed level. Within a given block, tar-
gets at the primed level occurred a random 85% of
the time, whereas targets at the nonprimed level oc-
curred the other 15% of the time (Fremouw, Her-
branson, & Shimp, 1998). We alternated blocks of
trials with either global or local levels primed.
In the trial-by-trial cuing procedure, on each trial,

we presented a brief priming cue prior to the pre-
sentation of the hierarchical stimulus. The priming
cue consisted of four stars, either all green or all
red, that formed the corners of a box slightly larger
that the stimuli (figure 20.4A). The color of the
stars predicted, with 85% accuracy, the level at
which the target would occur. Targets occurred 
at the global level a random 85% of the time and
at the local level the other 15% of the time if the
stars were red, and vice versa if the stars were
green. Local and global targets occurred with equal

Figure 20.4. A, One set of stimuli used in Fremouw et al. (1998, 2002). Each hierarchical stimulus had a
target stimulus (in this set either an H or an S) at either the local or global level, and an irrelevant distrac-
tor stimulus (in this set either a T or an E) at the other level. When the base-rate procedure was used to
prime a level, the four stars at the corner of each stimulus did not appear: they were used only in the trial-
by-trial priming cue procedure, where they served as the priming cue. The stars were presented about 1 s
prior to the presentation of a hierarchical stimulus, and the first peck to the stars after 1 s elapsed pre-
sented the local/global stimulus. The local characters were white and the stars either red or green on a
black/gray background. B, An example of stimuli with novel distractors used in Fremouw et al. (1998). In
the two examples on the left, the original local distractor T has been replaced with the novel local distrac-
tor X. In the two examples on the right, the original global distractor T has been replaced with a novel
random pattern global distractor.
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probabilities (Fremouw, Herbranson, & Shimp,
2002).

We asked if a pigeon saw a target at the primed
level faster than at the nonprimed level. We there-
fore calculated the median response time to local
and global targets when the targets occurred at the
primed level and at the nonprimed level. Figure
20.5 summarizes the response time data from the
two experiments; clearly, priming occurred with
both the blocking method and the trial-by-trial cu-
ing method. These results suggest that pigeons can
flexibly switch attention between local and global
levels of analysis.

We evaluated an alternative interpretation that
each stimulus had some specific feature that could
be used to distinguish it from the other stimuli that
was independent of the local or global perceptual
level. That is, perhaps birds can use some feature
independent of local and global perceptual levels.
To determine if this were so, we conducted transfer
tests in which the original targets remained the
same, but the original distractors were replaced.
For example, the stimulus with a global target H
composed of the local distractor T was changed so
that it was composed of the local distractor X and
the stimulus with a global distractor T composed
of local target H was changed so that the global
distractor was a random pattern composed of the
local target H (figure 20.4B). If birds used some
specific feature across perceptual levels, then a
change to one of those levels should significantly
reduce performance. There were no significant dif-
ferences in median response time or percent correct
responding between the original stimuli and the
transfer stimuli, suggesting that the pigeons did not
rely on a specific feature or set of features common
to both perceptual levels (Fremouw et al., 1998). It
appears that pigeons are indeed able to shift atten-
tion between local and global levels of perceptual
analysis.

Figure 20.5. A, The overall mean median response
time to global and local targets as a function of
primed level when the blocking procedure was
used to prime a level (Fremouw et al., 1998). Re-
sponse time was significantly faster to local targets
than to global targets during the blocks of trials in
which targets appeared more frequently at the local
level (local level primed). Response time was also
significantly faster to global targets than to local
targets when the global level was primed. In addi-
tion, response time to local targets was faster when
the local level was primed than when the global
level was primed, and response time to global tar-
gets was faster when the global level was primed
than when the local level was primed (all ps < .05).

B, The overall mean median response time to
global and local targets as a function of primed
level when the trial by trial priming cue procedure
was used to prime a level (Fremouw et al., 2002).
Response time was faster to global targets when
the global level was primed than when the local
level was primed. Response time was also faster to
local targets than to global targets when the local
level was primed (all ps < .05).
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Both methods demonstrate shifts of attention
between local and global levels of perceptual
analysis in pigeons, but they do so over very differ-
ent time frames. In the case of base-rate blocking,
attention may build up slowly as the base rates are
learned; once attention to a particular level has in-
creased, it may simply remain “active” at that level
until the base rate changes. That is, if the prepon-
derance of targets is at the global level, then atten-
tion to the global level may slowly increase over
the course of minutes or hours and then simply re-
main at the global level as long as the base rate re-
mains the same. In the case of trial-by-trial cuing,
the dynamics of attention must be much faster. The
level at which the next target is likely to occur is
not known until approximately 1 s before it oc-
curs. Thus, attention must be dynamically readjust-
ing on the scale of a second rather than on the scale
of minutes or longer. That is not to say that atten-
tion cannot also operate on a similarly brief time
scale in the base-rate blocking experiment; it sim-
ply does not have to do so.

The mechanisms responsible for local/global
shifts of attention in humans and nonhuman ani-
mals are not yet fully understood and may depend
on the specifics of the priming task. For example,
Plaisted (1997) suggested that attention in experi-
ments using the blocking procedure may depend
on the fact that targets with higher base rates occur
more frequently and thus may have more highly
activated residual memories. The higher the acti-
vated state of the residual memory, the quicker it is
that a target could activate the system to some
threshold level that activates a response. It is un-
clear how such a purely time-based, decay-of-
target-memory process could account for the
attention switching that occurred in our cuing task.
In that task, the base rates were the same for both
local and global targets. A different kind of mem-
ory model might therefore be required to account
for the attention switching in the cuing task.

For example, seeing the red stars might activate
a memory of the red stars and that memory might
be associated with the memories of the four stimuli
that have targets at the global level. Activating the
memory for red stars might therefore activate those
associated global memories, and the higher level of
activation for those four global memories might fa-
cilitate faster processing of a subsequent stimulus
with a target at the global level. In addition, there
are other models proposed in the contemporary
human literature, including spatial frequency
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modulation (Lamb, Yund, & Pond, 1999; Shulman
& Wilson, 1987) and activation of level-specific
neural mechanisms (Lamb, London, Pond, &
Whitt, 1998). We expect that the mechanisms un-
derlying local/global attention will be found to in-
volve the dynamic interaction of several processes,
including basic memory processes, occurring along
the full visual processing stream from the retina to
associative cortex.

Recent neurophysiological findings from bats
offer some intriguing possibilities for how feedback
between cortex and lower sensory nuclei might
play a role in attention phenomena on both slower
time scales, such as in the blocking task, and on
faster time scales, such as in the cuing task. Suga
and his colleagues (Ma & Suga, 2003; Suga, Gao,
Zhang, Ma, & Olsen, 2000; Yan & Suga, 1996;
Zhang & Suga, 1997) showed that repetitive stimu-
lation of auditory cortex can refine and strengthen
neuronal firing in the inferior colliculus, a nucleus
that is located earlier in the auditory processing
stream than the auditory cortex. For example,
stimulating an area of the cortex that responds best
to a particular frequency range or to a particular
delay between sounds seems to strengthen the re-
sponse of neurons in the inferior colliculus that
also respond to that particular frequency range or
delay. Inactivating the cortex had the opposite ef-
fect: the response in the inferior colliculus was
weakened. This neuronal modulation developed
over time, from 2 to 30 min, and lasted from min-
utes to hours. Casseday, Fremouw, and Covey
(2002) speculated that this process might help to
select, enhance, and maintain processing of specific
auditory features over the period of an evening’s
hunt in the case of a bat.

We wonder if a similar mechanism, perhaps
working on spatial frequency, might play a role in
local/global attention seen in the base-rate blocking
experiments where the dynamics of attention may
be relatively slow. Perhaps the high base rate of a
particular target level leads to repetitive and pro-
longed activity of neurons tuned to the appropriate
spatial frequency for the corresponding perceptual
level. Perhaps once a target level is perceived on a
trial, the neurons involved in encoding that level
remain active longer and at a higher level than the
neurons that encode the nontarget level. Such in-
creased activity might then strengthen and fine-
tune the response of neurons to that level in both
visual cortex and earlier structures. This enhance-
ment in neuronal response might in turn produce a
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faster or more accurate perception of subsequent
targets at that perceptual level.

Activity in auditory cortex can also enhance
specific auditory features in the inferior colliculus
on a much faster, stimulus-by-stimulus time frame
(Jen, Chen, & Sun, 1998; Zhou & Jen, 2000). Per-
haps a similarly fast-acting mechanism plays a role
in the visual system and at least partially mediates
the local/global attention shifts seen in the priming
cue task. We describe these highly speculative pos-
sibilities to illustrate how research on animal cog-
nition and research on neurophysiology might
mutually inform each other.

In summary, we showed that pigeons display
flexibility in switching attention between local and
global levels of perceptual analysis much as in the
case of humans attending either to the forest or the
trees. Thus, pigeons can flexibly display a kind of
figure-ground reversal that forms part of the core
metatheoretical perspective of Gestalt psychology.

Rule Learning and Memorization
Strategies in Artificial Grammar
Learning

Thus far, we have seen that pigeons can success-
fully attend either to one dimension or to both di-
mensions when they categorize two-dimensional
rectangles, that they can attend to either or both of
speed and direction of a moving object when they
categorize the object in terms of its movement, and
that they can be primed to see targets more quickly
at one level of perceptual analysis than at another.
In plain English, one might say in all these cases
that pigeons used their attentional capacity in flexi-
ble ways. We next describe a very different task, in
which the cognitive flexibility of pigeons is demon-
strated in terms of the different memory strategies
they use for different kinds of to-be-remembered
material.

The idea of an “artificial grammar1” (Reber,
1967, 1989) has facilitated our understanding of
the differences among various kinds of human
memory systems. An artificial grammar is a set of
rules for generating strings of characters. An exam-
ple of one such grammar is depicted in figure 20.5.
A character string is generated by entering the
grammar at the left, with each transition from one
state to another adding a character to the string,
until exiting via the “out” arrow at the right. In this
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manner, each unique path through the grammar
produces a different character string. Grammars
containing loops like the one pictured here can
generate an infinite number of character strings.
Limiting the length of character strings naturally
decreases this number, but it still results in many
unique strings. The simple grammar depicted here,
for instance, can generate 43 character strings be-
tween 3 and 8 characters in length.

In a prototypical artificial grammar experiment
(e.g., Reber, 1967), undergraduates are shown
grammatical character strings generated by a set of
rules such as in figure 20.6 and are asked to memo-
rize the strings. Later, they are presented with novel
strings, told the earlier strings were generated by a
grammar (but are not told the grammar), and
asked whether the novel strings conform to the
grammar. Despite the participants’ inability to ac-
curately describe the rules of the grammar, perfor-
mance at diagnosing grammaticality is reliably
above chance. This result is reminiscent not only of
the performance of young children, who recognize
grammatical sentences when they hear them with-
out being able to describe grammatical rules, but
also of the performance of both humans and pi-
geons on naturalistic categorization tasks. Natural-
istic visual categories, such as “tree,” are quickly
learned, in the sense that a participant rapidly
learns to discriminate visual scenes with or without
a tree, even though the basis for the discrimination

Figure 20.6. The artificial grammar that generated
grammatical character strings of lengths 3 to 8.
(Adapted from Chomsky and Miller [1958] and Re-
ber [1967]. From: Artificial Grammar Learning in
Pigeons: A Preliminary Analysis, by W. T. Herbran-
son and C. P. Shimp, 2003, Learning & Behavior,
31, 98–106. Copyright 2003 by the Psychonomic
Society. Reprinted with permission.)
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in the form of a simple rule-based criterion is
unclear. From the perspective of the participants,
artificial grammars have the virtue of preserving
this “family resemblance” characteristic of natura-
listic categories, where the basis for the discrimi-
nation seems complex and ambiguous. At the same
time, from the perspective of the experimenter, ar-
tificial grammars have the virtue of simplicity: Un-
like the case with naturalistic categories like
“tree,” the experimenter actually knows the rules,
the true structure, of the category.

Recently, we showed that nonhuman animals,
specifically pigeons, can learn an artificial gram-
mar. We suspect that artificial grammar learning
may be a nonlinguistic precursor of human lan-
guage and, as such, deserves a comparative analy-
sis (see Fitch & Hauser, 2004, and Seidenberg,
MacDonald, & Saffran, 2002, for related discus-
sion). We examined this possibility by attempting
to train birds to discriminate between grammatical
and nongrammatical character strings (Herbranson
& Shimp, 2003). Birds were rewarded for pecking
one key when a character string was displayed that
conformed to the rules of the grammar in figure
20.6. They were rewarded for pecking a different
key when the displayed character string violated
the grammar. After extensive training (average of
179 days), birds reached a stable level of above
chance performance (62.3% correct) on the train-
ing set of 62 character strings (31 grammatical and
31 nongrammatical), suggesting that they had
learned something about the grammar.

In order to rule out the possibility that pigeons
were simply memorizing specific training exem-
plars, at least some of which presumably seemed
familiar to the pigeons by the end of training, we
subsequently presented novel probe strings (12
novel grammatical and 12 novel nongrammatical
strings) that the pigeons had not encountered dur-
ing training. Performance on these novel strings
was also reliably above chance (60.7%), support-
ing the notion that pigeons had acquired a flexible
conception of the grammar that went beyond the
specific stimuli presented during training. In addi-
tion to learning something abstract about the
grammar, the pigeons also appeared to memorize
some of the shorter strings. Thus, pigeons flexibly
adopted different memorization strategies for dif-
ferent aspects of the same task.

Finally, we found that pigeons more accurately
categorized grammatical than nongrammatical

character strings. Although we initially found this
difference to be puzzling, we now believe that this
result nicely fits with the idea that artificial gram-
mar learning is a form of learning abstract cate-
gories. Consider that grammatical strings shared a
stronger family resemblance with each other than
did nongrammatical strings with each other. Non-
grammatical strings were random distortions of
grammatical strings, and therefore necessarily
violated the family resemblance shared by gram-
matical strings. We speculate this increased within-
category variability might make the category of
nongrammatical strings more difficult to learn.

In summary, pigeons learning an artificial gram-
mar displayed cognitive flexibility in at least two
ways familiar in human cognition, but less so in
nonhuman animals. First, pigeons satisfied the tra-
ditional criterion for learning abstract concepts:
they learned the training set of stimuli and general-
ized to novel stimuli. Although we do not know if
the abstractions the pigeons learned corresponded
exactly to the abstract rules of the grammar, the
fact that learning generalized to new exemplars is
part of the traditional definition of what it means
to learn something abstract (although it has been
shown that exemplar theory can generate what ap-
pears to be the learning of an abstract prototype,
as in Medin & Schaffer, 1978). Second, pigeons
demonstrated flexible memorization strategies, be-
cause it seems as though they used abstract concepts
to categorize complex, more difficult-to-remember
strings and simply memorized strings in some cases
involving simple, easier-to-remember strings.

COMMENTS ON INTERRELATIONS
WITH OTHER RESEARCH ON
CATEGORIZATION

The following comments suggest how our research
on avian visual categorization interrelates with the
larger literature on animal and human cognition
(also see Cook, 2001).

Rule Learning

The ability to learn abstract rules was formerly
seen as a distinctly human ability, but two advances
cast doubt on that simplistic view. First, philosophi-
cal and theoretical advances on the basic nature of
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an abstraction have clarified what it means to claim
an organism has learned a rule (Ashby & Maddox,
1998; Ryle, 1949; Wittgenstein, 1953). Second, we
have shown, at least by conventional standards, if
not by entirely satisfactory theoretical standards,
that pigeons behave as if they learn abstract rules
both in the two-dimensional categorization task
and in the artificial grammar learning task (see also
Cook & Wasserman, chapter 16, Huber & Aust,
chapter 17, and Jitsumori, chapter 18, this vol-
ume). We believe that further advances will depend
greatly on whether corresponding theory is devel-
oped by which the various demonstrations of cog-
nitive flexibility in nonhuman animals can be
interpreted. We suggest that empirical progress will
depend on theoretical and conceptual advances in
our understanding of the rules that nonhuman ani-
mals can learn, on how these rules can be ex-
plained by evolutionary considerations, and on
what it means to find the underlying neurobiologi-
cal mechanisms.

Ambiguity and Gestalt 
Reversible Images

Ambiguity is rarely claimed to be a virtue of scientific
theory. Ambiguity may look different, however, from
the perspective of naturalistic categorization, from
the perspective of family resemblance, and from the
perspective of Gestalt psychology. We believe that
ambiguity plays a necessary role in everyday catego-
rization and, correspondingly, in empirical research
and scientific theories of categorization. Ambiguity
is not something that always needs to be replaced by
logical clarity, given that one of our goals is to un-
derstand the messy complexity of everyday catego-
rization. We note in passing that research on
decision making in the face of uncertainty has recog-
nized as much for many years.

Memorization Strategies

We believe that the ability of pigeons to switch
memorization strategies merits further empirical
investigation because it bears on the common, but
we suspect incorrect assumption that few nonhu-
man animals can switch memorization strategies
on a moment-to-moment basis, as a function of
what is momentarily adaptive (Herbranson &
Shimp, 2003; Wright, 2001; Wright, chapter 9, this
volume).
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Flexible Allocation of Attention

We believe that future progress in comparative
cognition will hinge on the development of theories
that can integrate demonstrations that pigeons can
either selectively attend to individual elements or
divide attention among them (e.g., Herbranson et
al., 1999, 2002), can be primed either to see the
forest or the trees in the local/global task, and can
be primed in a multitude of other ways in visual
search (Blough, 1991; Blough, chapter 5, this vol-
ume; Tinbergen, 1960). We tend to think that plain
English is too often assigned the job of integrating
these various phenomena; this job instead should
be the task of well-articulated scientific theory.

Optimality

The question of whether humans and animals be-
have in optimal ways is so great in scope that a gen-
eral treatment is far beyond the limits of this chapter
(Gould & Lewontin, 1979; Kahneman, Slovic, &
Tversky, 1982). We would like only to note that pi-
geons display a remarkable ability to behave not
only in ways that appear rational but also in ways
that are quantitatively close to optimal.

PERSPECTIVES 
ON CATEGORIZATION 
FROM WITTGENSTEIN’S 
TWO PHILOSOPHIES

Research on categorization, in general, and on rule
learning and cognitive flexibility, in particular, raises
difficult interpretative and evaluative issues because,
by interrelating human and nonhuman animal cog-
nition, it indirectly addresses the fundamental ques-
tion of the nature of the human condition. Such a
difficult question has many different kinds of an-
swers; those who see the answer one way may dis-
agree quite profoundly with those who see it some
other way. Correspondingly, the same categoriza-
tion literature may look either good or bad depend-
ing on the evaluative standards one adopts.

We believe that some of the important evalua-
tive differences gain perspective when viewed in
the light of Wittgenstein’s two philosophies, both
of which address some of the deepest issues in
the nature of the human condition. Each of his
philosophies carries with it its own evaluative
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standards. For our limited present purposes, there is
no need to provide comprehensive descriptions, ex-
planations, or criticisms of either of these philoso-
phies. The following brief summary of those parts of
the philosophies that are relevant to the present
chapter is adapted from Shimp (2004a), which
should be consulted for a somewhat more detailed
treatment.

Relevant Features of the Tractatus
Logico-Philosophicus (1922)

Wittgenstein’s (1922) picture theory addressed the
relation between language and reality; it assumed
that a factual proposition in some sense has the
same logical structure as the corresponding natural
phenomenon. An examination of the visual ap-
pearance of the Tractatus reveals symbolically
expressed logical propositions and truth tables but
no pictures: the picture in the picture theory was
abstract and static. (As an aside, we speculate that
the development of the technology of motion pic-
tures hastened the abandonment of this age-old
tendency to think of mental representations in
terms of static images.) In a manner not explained,
a static factual proposition was supposed to cap-
ture what unfolds dynamically over time in actual
behavior. Complex propositions were assumed to
be built up from independent “atomic facts.” The
Tractatus assumes that logical clarity, logical rigor,
unambiguity, and parsimony are vital virtues.

Relevant Features of the
Philosophical Investigations (1953)

Wittgenstein is reputed to have rejected his first
philosophy after having served briefly as an ele-
mentary school teacher, when he decided that his
philosophy was of little practical use in dealing
with how people really behave. He subsequently
developed a system that was designed to show how
to avoid making the kinds of conceptual and lin-
guistic mistakes that led to the problems Tractatus
was designed to solve.

Wittgenstein’s Philosophical Investigations
(1953) does not rely on logical rigor and abstract
propositions; instead, it relies on careful analysis of
how everyday language is used. An examination of
the visual appearance of Philosophical Investiga-
tions reveals numerous drawings to illustrate
Gestalt principles of visual perception, especially in
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the form of reversible images, figure/ground rever-
sals (e.g., the duck/rabbit illustration), and the am-
biguity inherent in the idea of family resemblance.
It emphasizes how the same visual image can be an
exemplar of either one or another category, as in
the duck/rabbit illustration, and it examines in
close detail actual, everyday, ordinary language
use. It emphasizes how the meaning of elements de-
pends on context: how the meaning of words in a
sentence depends on grammatical context or how
the meaning of a sentence depends on its larger
context. Finally, through appeal to the Gestalt tra-
dition, there is a sense of psychological dynamism
in Philosophical Investigations that is lacking in
Tractatus. Just as Gestalt psychology acknowl-
edged a more dynamic approach to perceiving, re-
membering, and problem solving than did the
more static and mechanical aspects of associative
theories of learning and memory deriving from
British empiricism, Philosophical Investigations ac-
knowledged, or even welcomed, a more dynamic
approach to perceiving, remembering, and prob-
lem solving than did Tractatus.

Wittgensteinian Evaluative
Perspectives on Avian Visual
Categorization

Wittgenstein’s two philosophies offer different per-
spectives on what constitutes meaningful analyses
of cognition, in general, and of categorization, in
particular. These perspectives can even be seen as
categories themselves; that is, we may try to cate-
gorize research on categorization into the two al-
ternatives that Wittgenstein provided. When we
look at the two alternatives in this way, we imme-
diately see that they conform rather well to the
idea of family resemblance in Philosophical Inves-
tigations, in the sense that exemplars of empirical
research on categorization have no defining fea-
tures that unambiguously assign them to one cate-
gory or the other. It is still useful, we believe, to list
ways in which the research that we have described
fits one or the other of the perspectives, even if
none of the research perfectly fits either.

First, Tractatus assumes that an understanding of
complex cognition involves the use of simple logical
rules and propositions. We made a similar assump-
tion in three of our demonstrations of avian catego-
rization, in our use of decision rules to interpret the
results of both of our experiments on categorization
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of multidimensional stimuli (Herbranson et al.,
1999, 2002), and in our use of abstract rules to in-
terpret the results of our experiment on artificial
grammar learning (Herbranson & Shimp, 2003).
We believe that the contrasting perspectives of
Tractatus and of Philosophical Investigations are
illuminating in this case, because it was largely the
“cognitive revolution” (Gardner, 1985; Shimp,
1989) that permitted rigorous experimental psy-
chologists to feel comfortable attributing abstract
rules, including grammatical rules, to humans.
From the perspective of the cognitive revolution,
rule learning looks modern; however, from the per-
spective of Wittgenstein’s two philosophies, rule
learning looks conceptually obsolete, because it
was part of Tractatus, not Philosophical Investiga-
tions, from which perspective logical, abstract rules
actually look old because they reflect a less-
naturalistic, less-detailed, less-dynamic, more-
idealized kind of mental representation.

Second, if we consider how Philosophical Inves-
tigations acknowledges some descriptive value in
ambiguity and looks favorably on the dynamics of
Gestalt reversible images, whereas Tractatus does
not, then we get a different perspective on the
statistical ambiguity in the multidimensional catego-
rization task (Herbranson et al., 1999, 2002) and on
the rapid, dynamic priming in the local/global task
(Fremouw et al., 2002). In these ways, our research
appears more constructive when viewed from Philo-
sophical Investigations than from Tractatus.

Third, the two different memorization strategies
that we hypothesized pigeons use to learn artificial
grammars—the acquisition of abstract rules and the
memorization of specific character strings—seem to
us to reflect Tractatus and Philosophical Investiga-
tions, respectively. If one viewed it as a virtue to
adopt a consistent position and to adhere to either
Tractatus or Philosophical Investigations, but not
both, then our attribution to pigeons of this kind of
dual memorization strategy would seem inconsis-
tent and undesirable. This dual strategy may also be
viewed in terms of the distinction between explicit
memory involving abstract rules and implicit mem-
ory involving memory for specific procedures or be-
haviors (Reber, 1967, 1989). Memory for the logical
rules that form part of the definition of explicit
memory seems more compatible with Tractatus,
whereas memory for specific, detailed behaviors that
form part of the definition of implicit memory seems
more compatible with Philosophical Investigations.
If we apply this distinction to our experiment on
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artificial grammar learning, we see that pigeons
seem to have used two systems: a system for learn-
ing and remembering abstract, general, logical,
clear, and unambiguous explicit grammatical rules,
in a manner compatible with Tractatus, and a sys-
tem for learning and remembering specific strings of
characters, outside the context of a system of logi-
cal rules, in a manner more compatible with Philo-
sophical Investigations.

Fourth, it is a prominent feature of Philosophi-
cal Investigations, but not of Tractatus, to address
the flexibility of attention. Much of our work is
therefore more consistent in this sense with Philo-
sophical Investigations than with Tractatus, be-
cause we have interpreted much of our data in
terms of attentional flexibility, a pigeon using ei-
ther selective or divided attention (Herbranson et
al., 1999, 2002) and using either local or global
levels of perceptual analysis, whichever is primed.
One might expect a researcher committed to Philo-
sophical Investigations to strongly endorse this as-
pect of our work but a researcher committed to
Tractatus to be much less favorably inclined to-
ward it.

Fifth, the issue of optimality seems more
closely to resemble Tractatus than Philosophical
Investigations to the extent to which optimal be-
havior is viewed as related to the issue of whether
behavior is efficient and parsimonious and displays
logical, rule-driven solutions to environmental
problems.

In summary, we believe that our work is charac-
teristic, in important ways, of much contemporary
research on categorization, and on cognition in
general; contemporary research often displays a
sort of methodological and theoretical incoherence
if it is viewed from the perspectives of two of the
most influential philosophies of the previous 100
years. If one wanted to adopt a consistent position,
as Wittgenstein certainly did, then much contem-
porary research fails to meet his standard, because
research methodology tends to be an uncomfort-
able hodgepodge of both positions. It has been our
experience (Shimp, 2004a, 2004b) that some re-
searchers are more comfortable with one of
Wittgenstein’s philosophies than with the other. As
a result, it is likely that judgments of the scientific
merit of a research program, as in peer review of
publications and grants, are influenced by the ex-
tent to which a research program conforms to a
preferred philosophical position (Shimp, 2004a,
2004b).

21Wasserman_ch20 388-404.qxd  11/4/05  6:56 PM  Page 400



QUESTIONS FOR THE FUTURE

What are the important questions about catego-
rization that need answering? Our review of
Wittgenstein’s two philosophies suggests that the
answer to this question depends on what one
thinks it means to categorize something. This, in
turn, depends on how one prioritizes the important
jobs for a philosophy of mind, language, and
behavior.

If one were committed to Tractatus, for exam-
ple, then one might believe that we need to dis-
cover simple, logical, and general rules in terms of
which idealized laboratory categorization perfor-
mance could be explained. If one were committed
to Philosophical Investigations, on the other
hand, then one might believe it was important to
postpone or to abandon the search for such sim-
ple and general, or even universal, rules. Instead,
one might concentrate on describing the complex
details of specific, naturalistic, everyday catego-
rizing.

It would therefore be presumptuous to try here
to describe all facets of categorization that need
theoretical description and explanation: The prob-
lem depends in too complex a manner on metathe-
oretical as well as conventional scientific choices.
We can, nevertheless, try to imagine what kind of
locally applicable theory might be able to handle
the results that we have reviewed here, and we
might try to look for ways in which such a theory
might fit more closely with one philosophy than
with the other.

It would appear that such a theory of catego-
rization needs to deal with the learning of abstrac-
tions, including abstract rules that work in the face
of ambiguity: how and why an animal, depending
on task demands, learns abstractions or instead
memorizes specific stimuli; how attention can be
almost optimally selective or divided across tasks
involving categorization of rectangles or moving
objects; and, how attention can be primed, either
through base rate manipulations or through trial
by trial priming cues, to local or global levels of
perceptual analysis. What kind of theory might be
able to handle all of these results? In our judgment,
there is at present no theory remotely capable of
achieving all of these goals.

First, it seems to us that we can reject some en-
tire categories of theory. For example, theories
known as “molar” theories in behavior analysis
seem unlikely candidates, because such theories
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typically reject the importance of fine-grain detail,
deal with static aggregate summaries of behavior
rather than with the reality of actual behavior
streams, and emphasize instead logical rules and
simple algebraic formulas. In short, their evalua-
tive standards seem largely derived from Tractatus
and it is not clear how they could be modified to
satisfy the standards of Philosophical Investiga-
tions.

Second, where might one find sufficiently flexi-
ble theoretical methods that might handle our re-
sults? Consider the possible relevance of the field of
robotics and of what has been called “behaving
theory.” A theory that generates real-time behavior
streams, which then can be compared with behav-
ior streams of actual participants, must deal with
the fine-grain detail of behavior and automatically
confront details of the local sequential patterning
of behavior, as required by the complex evaluative
standards of Philosophical Investigations. Such a
theory, unlike a molar theory, which produces only
aggregate averages of behavior, could control the
movements of a robot. Such a “behaving theory”
automatically generates the messy complexity of
real behavior. We would like to offer computa-
tional processing models developed by Staddon
and his colleagues (Staddon, 2001; Staddon &
Higa, 1999), by Catania (in press), and by Shimp
and his colleagues (Shimp, 1979, 1984a, 1984b,
1992, 1994; Shimp, Childers, & Hightower, 1990;
Shimp & Friedrich, 1993) as preliminary examples
of behaving theories that are somewhat more in the
spirit of Philosophical Investigations than are most
current quantitative theories.

Third, we can hear researchers committed to
the methods of Tractatus objecting that a scientific
theory need not deal with all the messy details of
real-world, everyday behavior. In short, is a robotic
behaving theory simple or complex, and which
should it be? Consider that variability in labora-
tory behavior seems different from variability in
naturalistic, everyday behavior. Indeed, that this is
so is part of the justification for bringing real-
world behaviors into the laboratory, where vari-
ability can be reduced. In short, one might say that
laboratory behavior is relatively simple and that
naturalistic behavior is relatively complex. As yet
there is, however, no general theory, formula, or
science to describe or to explain what is simplicity.
In short, “fine-grain detail” is complex from the
perspective of a theory that emphasizes logical
rules or simple algebraic formulas, but it is simple
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from the perspective of a more naturalistic theory
because it characterizes the very details without
which one cannot describe or understand real-
world, everyday behavior.

This same difference of perspective on simplic-
ity is seen in research on categorization. Re-
searchers examining naturalistic behavior, robotics,
and the dynamics and sequential structure of be-
havior, appear, we believe, to be reducing the
weight they give in evaluating research on catego-
rization to a kind of parsimony based on “simple”
laboratory behavior and increasing the weight they
give to a newer kind of parsimony based on “com-
plex” naturalistic behavior (Shimp, 2004a, 2004b).
Accordingly, if research on nonhuman animal cate-
gorization continues to evolve in the direction of
Wittgenstein’s later views described in Philosophi-
cal Investigations, then the future may see a greater
emphasis on how the fine-grain details of the local
temporal structure of complex naturalistic behav-
ior determine membership in a category. And, re-
gardless of the accuracy of this prediction,
researchers will probably continue for a long time
to have their opinions about what constitutes good
research on categorization determined in part by
which of Wittgenstein’s philosophies feels more
compelling.

Fourth, we believe, however, that future ad-
vances in the real-time dynamics of the mecha-
nisms of categorization may ultimately impact
the necessity of choosing between philosophical
positions. Consider that our research has shown
that pigeons can apparently shift memorization
strategies consistent with one philosophy or the
other and that they can do so as a function of
a particular trial’s character string. Phenomena
such as these encourage us to consider the possi-
bility that different mechanisms compatible with
either Tractatus or Philosophical Investigations
may operate virtually simultaneously. That is,
individual underlying mechanisms, such as rule-
learning mechanisms or statistical-learning mecha-
nisms, may resemble one philosophy more than
the other (Tractatus or Philosophical Investiga-
tions, respectively). If we view the system as a
whole, however, we may see performances that
display features of both perspectives, so that an
emerging literature on categorization, in particu-
lar, and on cognition, in general, may ultimately
become more tolerant of what might appear,
from the two philosophical perspectives, to be
incoherence.

SUMMARY

Several psychological processes commonly associated
more with human cognition than with nonhuman
animal cognition have been identified in avian visual
categorization. Pigeons learn abstract rules to catego-
rize exemplars; pigeons demonstrate flexibility in
how they memorize exemplars, that is, they demon-
strate memorization strategies; pigeons switch atten-
tion between local and global levels of perceptual
analysis; and in some cases, pigeons achieve levels of
categorization performance that approach optimality.

We reviewed some of this evidence from our
own experiments on how pigeons categorize rec-
tangles varying in length and width or objects mov-
ing at varying speed and direction, how pigeons
switch attention between local and global levels in
hierarchically organized complex characters, and
how they categorize character strings in artificial
grammar learning tasks.

We gave perspective on these results by placing
them in the context of Wittgenstein’s two philoso-
phies: those of Tractatus (1922) and Philosophical
Investigations (1953). We suggested that certain tra-
ditional features of research consistent with Tracta-
tus, especially unambiguous logic, parsimony, and
highly simplified laboratory tasks, continue to de-
scribe some aspects of research, but there is a grow-
ing influence of features more consistent instead with
Philosophical Investigations, especially influences
from evolutionary biology and Gestalt psychology,
in the form of naturalistic or everyday categorization
and complex and ambiguous stimuli. We suggested
that different research programs on categorization
reveal different methodological commitments to one
or another feature of Wittgenstein’s two philoso-
phies. A researcher’s commitments may make some
features of other research on categorization appear
misguided, irrelevant, or simply wrong if the
methodological commitments are different (Shimp,
2001, 2004a, 2004b). Finally, we suggested that
some phenomena in avian categorization research
imply that neither of Wittgenstein’s philosophical
perspectives provides a comprehensive account of
categorization and that elements of both perspectives
may be found to operate nearly simultaneously.
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Note

1. While the term “grammar” carries linguistic
connotations, artificial grammar learning appears
to have relatively little to do with the notion of
meaning as conveyed in natural language, but it
has much to do with categorization and ortho-
graphic regularity (Herbranson & Shimp, 2003).
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