Whitman College 
Econ 328 
Final Exam 
December 12, 1995 



Write all answers in your bluebook. Show all of your work. 



1. Suppose the Von Neumann-Morgenstern (VNM) utility function U($x)=x+5 represents Gordon's preferences. Consider the compound lottery L*=($10: 0.2, L1: 0.1, $5: 0.7), where L1=($10: 0.4, $-2: 0.6). 

(a) (5pts) Write the formula for the simple lottery L that would be indifferent to the compound lottery L* for anyone with a VNM utility function. 

(a) (5pts) Calculate Gordon's expected utility for the compound lottery L*. 

(b) (4pts) Could U($x)= 40x also represent Gordon's preferences? Explain. 



2. (6pts) A formal definition of a game consists of six elements. List these elements. 



3. Consider the following sequential move game. Jim and Pete are trying to add a colleague to the economics department. Jim goes first, choosing whether the new hire will have a specialty in microeconomics or macroeconomics. After observing Jim's choice, Pete moves. Pete chooses between a subspecialty of labor economics or industrial organization. Jim gets Von Neumann-Morgenstern utility of 5 from a micro-labor combination, 3 from a micro-industrial organization combination, 6 from a macro-labor combination, and 2 from a macro-industrial organization combination. Pete gets Von Neumann-Morgenstern utility of 0 from a micro-labor combination, 5 from a micro-industrial organization combination, 8 from a macro-labor combination, and 4 from a macro-industrial organization combination. 

(a) (10pts) Draw the game tree. Be sure to label who plays at each decision node, what action each branch represents, and the payoffs at each terminal node. 

(b) (10pts) List all of the possible pure strategy profiles for this game. For each strategy profile, state whether or not the profile is a Nash Equilibrium. For those strategy profiles that are not Nash Equilibria, explain why they are not. 

(c) (5pts) Using backward induction, find the solution to this game. 



4. (5pts) Explain what is meant by a principal-agent game with moral hazard. Briefly describe two real-world situations that would be examples of such a situation. 



5. Sam has $1000 of initial wealth, and as much as 10 weeks which he may choose to spend studying defensive driving. If Sam studies defensive driving, he can affect the probability of being in a car crash. The probability of being in a crash is 1-(S/10), where S is the number of weeks he spends studying defensive driving. A car crash would cost Sam $800. Sam's Von Neumann-Morgenstern utility U is U=Y-5S2, where Y is Sam's wealth in dollars. 

(a) (10pts) Suppose Sam has no insurance. Write the expression for Sam's expected utility. What is Sam's optimal amount of time spent studying? 

Suppose now that Sam is offered an accident insurance policy that pays indemnity I in the event of a crash, provided Sam pays the non refundable premium P. 

(b) (10pts) Write the expression for Sam's expected utility if he buys insurance. Find Sam's optimal number of weeks spent studying if he is insured. 

(c) (10pts) If Sam were offered actuarially fair insurance with indemnity I=$400, would Sam buy it? Explain as thoroughly as possible. 


6. For each of the simultaneous move Games 1, 2 and 3 below, answer questions (a)-(g). For each game, the payoffs are in terms of Von Neumann-Morgenstern utilities, and the game is common knowledge. 

(a) (3pts) Is there a dominant strategy for either player? Explain. 
(b) (3pts) Is there an iterated dominant strategy equilibrium? If so, explain how you found it. 
(c) (5pts) What are the Nash Equilibria of the game? 
(d) (3pts) What outcome would you predict for a one-shot game? Explain. 
(e) (2pts) Is the outcome you predict for the one-shot game Pareto Optimal? If not, list one outcome that is Pareto superior to it. 
(f) (3pts) List all the Pareto Optimal outcomes of the game. 
(g) (3pts) What outcome would you predict for a repeated game? Explain. 



Game 1 

	
	
	Player II

	
	
	L
	M
	R

	Player I
	U
	12, 10
	2, 5
	25, 9

	
	I
	10, 9
	25, 4
	20, 6

	
	D
	14, 3
	50,2
	30, 1


Game 2 

	
	
	Player II

	
	
	E
	F
	G
	H

	Player I
	A
	20, 10
	5, 11
	8, 8
	14, 6

	
	B
	10, 11
	10, 12
	9, 22
	15, 20

	
	C
	15, 12
	4, 13
	10, 14
	20,21

	
	D
	18, 13
	5, 14
	12, 20
	18, 32


Game 3 

	
	
	Player II

	
	
	N
	L
	

	Player I
	N
	15, 25
	1, 1
	

	
	L
	0, 0
	20, 10
	








7. Suppose there are three committee members considering a choice between options A, B and C. They will choose one option using a simultaneous plurality voting rule, with the chair's vote getting extra weight in that it will break a tie. Player I, who is chair, gets Von Neumann-Morgenstern utility of 1 from option A, 2 from option B, and 3 from option C. Player II gets Von Neumann-Morgenstern utility of 3 from option A, 1 from option B, and 2 from option C. Player III gets Von Neumann-Morgenstern utility of 1 from option A, 3 from option B, and 2 from option C. 

(a) (5pts) Draw this game in normal form, indicating the payoffs for each player under each possible outcome. 
(b) (5pts) Find all of the Nash Equilibria for this game. 
(c) (4pts) Do any of these Nash Equilibrium represent a voting paradox? Explain.
