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(1) Two matrices are row equivalent if they have the same number of rows.
False. Row equivalence means that we can convert one matrix to the other using elementary row operations.
(2) Elementary row operations on an augmented matrix never change the solution set of the associated linear system.
True. (That's why we use these particular row ops)
(3) Two equivalent linear systems can have different solution sets. False. To be equivalent, the linear systems must have the same solution set.
(9) A consistent system of linear equations has one or more solutions. True. This is the definition of a consistent system.

