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I 2012: Creation of AlexNet - kicked off a spike in researching
convolutional neural nets (that continues to this day).

(5 conv. layers, some use max-pooling layers, last three layers
are fully connected nets with ReLU)

I 2014: Introduction of GANs.
Ian Goodfellow introduced them; realistic data generation,
especially images.

I 2014: Adam: A Method for Stochastic Optimization (D.P.
Kingma and J. Ba, the name is derived from adaptive moment
estimation.

I 2016 – AlphaGo Defeats Lee Sedol in Go using deep
reinforcement learning.
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Neural Nets: Recent History

I 2017 – Transformers and “Attention Is All You Need”.

Vaswani et al. proposed “transformers” replacing recurrent
nets for NLP. Foundational for future language models.

I 2018 – Google’s BERT (Bidirectional Encoder
Representations from Transformers)
BERT achieved state-of-the-art results and became a
foundational model

I 2020 – Release of GPT-3.
OpenAI released GPT-3 with 175 billion parameters.
Demonstrated unprecedented language generation ability.

I 2021 – AlphaFold2 Solves Protein Folding.
DeepMind’s AlphaFold2 achieved near-experimental accuracy
in protein structure prediction, revolutionizing computational
biology.
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I 2022 – Text-to-Image Models (e.g., Stable Diffusion).

Tools like DALL·E 2 and Stable Diffusion enabled high-quality
image generation from text prompts, popularizing generative
AI among artists and the general public.

I 2022 – Launch of ChatGPT.

I 2023 – GPT-4 and the Rise of Multimodal AI.
Multimodal capabilities, allowing a single model to process
text, images, and more.
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